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ABSTRACT: The application of ab initio and DFT computational methods at six
different levels of theory (MP2/cc-pVDZ, MP2/aug-cc-pVTZ, B3LYP/cc-pVDZ, B3LYP/
aug-cc-pVTZ, M06/cc-pVDZ, and M06/aug-cc-pVTZ) to meta- and para-substituted
fluoro- and trifluoromethylbenzene derivatives and to 1-fluoro- and 1-trifluoromethyl-2-
substituted trans-ethenes allowed the study of changes in the electronic and geometric
properties of F- and CF3-substituted systems under the impact of other substituents (BeH,
BF2, BH2, Br, CFO, CHO, Cl, CN, F, Li, NH2, NMe2, NO, NO2, OH, H, CF3, and CH3).
Various parameters of these systems have been investigated, including homodesmotic
reactions in terms of the substituent effect stabilization energy (SESE), the π and σ
electron donor−acceptor indexes (pEDA and sEDA, respectively), the charge on the
substituent active region (cSAR, known earlier as qSAR), and bond lengths, which have
been regressed against Hammett constants, resulting mostly in an accurate correspondence
except in the case of p-fluorobenzene derivatives. Moreover, changes in the characteristics
of the ability of the substituent to attract or donate electrons under the impact of the kind
of moiety to which the substituent is attached have been considered as the indirect substituent ef fect and investigated by means of
the cSAR model. Regressions of cSAR(X) versus cSAR(Y) for any systems X and Y allow final results to be obtained on the same
scale of magnitude.

1. INTRODUCTION

Substituent effects (SEs) have been known for a long time as
very efficient concepts in organic chemistry. When one group in
a molecule is replaced by another one, the SE describes how
this change influences the molecule’s chemical, physicochem-
ical, or biochemical properties. The importance of this concept
may be documented by a statistical number of ∼10 papers
published daily in which the term SE is cited in the title,
abstract, or keywords (ISI Web of Science for 2010−13). The
first successful attempt to quantify these effects came from
fundamental papers and then a monograph by Louis P.
Hammett.1,2 A numerical characteristic of the SE, defined
further as the substituent constant, σ, is given by eq 1:

σ = −K Klog (X) logp m p m( ) ( ) (1)

where K and Kp(m)(X) are dissociation constants for
unsubstituted and para (meta)-X-substituted benzoic acids,
respectively. Thus, already in 1940 in the fundamental
monograph2 the explanatory parameters σp and σm were
successfully applied to interpret kinetic and equilibrium data for
52 reaction series. Since the original Hammett constants σp and
σm have failed in some cases, particularly where the reaction site
in the reaction series is strongly negatively or positively
charged, many other substituent constants have been

introduced, such as σp
− 3,4 and σp

+.5 Additionally, many attempts
have been made to separate particular contributions influencing
the substitution effect and σ parameters, including inductive,
mesomeric (resonance), field, and other specific effects.6 All of
these problems have been studied mostly on the basis of a
combination of kinetic, equilibrium, or other physicochemical
properties and are presented in detail in a series of review
articles.3,7−9 The above-mentioned approaches have been
summarized in the review by Hansch, Leo, and Taft,10 in
which a large collection of various kinds of substituent
constants are thoroughly compiled and discussed in detail.
One of the first theory-based approaches to substituent

effects was reported by Dewar and Grisdale,6,11 and then a
complete theoretical approach was presented by Ehrenson,12

who considered nonconjugative interactions by means of
electrostatic interactions similarly to Kirkwood−Westheimer
approach13 and generated the ρσ descriptor from the linear
combination of atomic orbitals to yield molecular orbitals
(LCAO-MO) model.14−16 Many of these approaches have been
presented in recent reviews.17,18
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In the last decades, interpretations of substituent effects
based on reactivity and physicochemical properties have been
replaced by quantum-chemical modeling. They have been
studied via correlations of various calculated physical
parameters with the original substituent constants σ. Many of
these calculated parameters, such as electrostatic potentials at
the ring carbon atoms or at atoms of the reaction site,19−23

energies of the HOMO or LUMO,24−26 the topography of the
electrostatic potential near the molecular surface,27−29 and
ionization potentials,30 have been successfully applied. Energy
decomposition analysis (EDA)31,32 has also been successfully
applied to confirm that the π-electron energy of the substituent
effect correlates nicely with Hammett’s constants.33 Recently,
the idea of using the sum of the charges on the substituent and
the ipso carbon atom has been introduced. This has been
denoted as qSAR [the acronym coming from “charge (q) of the
substituent active region”].34−36 However, it is advisible to no
longer employ the acronym qSAR that was introduced earlier,
as there are many thousands of examples of the use of the
acronym “QSAR”, meaning quantitative structure−activity
relationship. To avoid possible confusion, we have decided to
use the acronym cSAR, originating from “charge of the
substituent active region”. An important energetic characteristic
based on the isodesmic reactions approach37,38 describes the
substituent effect as the substituent effect stabilization energy
(SESE).17 The last mentioned descriptor, SESE, was intro-
duced a few decades ago for the interpretation of substituent
effects.39,40 A new simulation of the substituent effect comes
from the application of the natural bond orbital (NBO)
method,41 which can be applied to estimate the occupancy of σ
and π orbitals in substituted molecules, giving rise to the π and
σ electron donor−acceptor indexes (pEDA and sEDA,
respectively).42−48

In our studies on the substituent effect, we have decided to
estimate the effect of many various substituents on fluorine (F)
and trifluoromethyl (CF3) groups attached to a benzene ring or
a CC bond. Thus, we can observe how the properties of F
and CF3 groups are influenced by intramolecular interactions
coming from various substituents.
The unique combination of properties of fluorine makes it a

remarkable substituent.49 Its extreme electronegativity induces
a strong withdrawing inductive effect, making fluorine a σ-
electron acceptor, whereas the electron-donating resonance
effect of its lone-pair electrons allows the fluorine atom to be
considered as a π-electron donor as well. These electronic
properties originating from the presence of fluorine in the
molecule make the effects on, for example, acidity and basicity
predictable in most cases. Fluorine is always inductively
electron-withdrawing but electron-donating by resonance,
while perfluoroalkyl groups (e.g., CF3) are always electron-
withdrawing. The Hammett-type substituent parameters for
inductive and resonance effects are given in Table 1.50

These two faces of fluorine (σ acceptor/π donor) provided
an opportunity in our studies to discriminate σ- and π-electron
influences resulting from interactions with various substituents.
On the other hand, we have also studied how the CF3 group, as
one of the most efficient electron-withdrawing groups, can
reflect the strength of interactions with other substituents.
Furthermore, the substituent effect is the sole problem in

many areas, especially in medicinal chemistry, where a small
change in substitution can make a dramatic difference in
biological activity. Replacing H with F usually causes low steric
demand at receptor sites on cells or enzymes, although the

fluorine atom is slightly larger than hydrogen.51 Such
substitution is a common practice in bioorganic chemistry,
which results mostly in new drugs. Another practice is the
replacement of a hydroxyl group with fluorine to generate a
fluorinated enzyme substrate or inhibitor in a given enzymatic
process.52−56 Such a strategy is rationalized by electronic
similarities between a fluorine atom and a hydroxyl group, with
particular reference to polarity as well as the close isosteric
relationship between fluorine and oxygen; thus, such
substitution introduces a small structural disturbance.57,58

Recently, nucleotides and nucleosides containing sugar frag-
ments in which OH groups have been substituted with fluorine
atoms are the focus of increasing interest. Some of these
compounds are potential drugs, as they display anticancer
activity.59−62 Some are active against various viruses, including
hepatitis B,63−65 Epstein−Barr,66 varicella zoster,67 and
HIV.68−71

Nowadays there are many drugs containing F and/or CF3 as
a substituent (in parentheses the kind of the substituent in
shown), including the antipsychotics fluphenazine (CF3),

72

flupentixol (CF3),
73 haloperidol (F),74 and risperidone (F);75

the antidepressants fluoxetine (CF3),
76 citalopram (F),77 and

fluvoxamine (CF3);
78 and the anxiolytics79 flunitrazepam (F)80

and midazolam (F).81,82

After introducing a fluorine atom or CF3 group in molecules
having potential medical applications, one can observe a
dramatic effect on the molecular properties, making it more or
less selective, increasing its efficacy, or making it easier to
administer. For that reason, both substituents have become of
great importance in drug discovery and medicinal research.

2. METHODOLOGY
The π-electron donor−acceptor index (pEDA) is calculated by
summing the π-electron orbital occupations of a ring or other planar
set of selected atoms and then subtracting a certain value that can be
(i) the nominal number of π electrons, which is usually equal to the
number of π-electron-donating atoms in the studied π system, (ii) the
number 6, corresponding to an electronic sextet, or (iii) the orbital
occupation of an unsubstituted system, as in the original paper. In this
work, Oziminski’s approach is used.42 The pEDA obtained in this way
measures the π-electron excess or deficiency at the studied atoms. The
pEDA in this work is defined according to the formula described by eq
2:

∑ ∑π π= −
= =

pEDA
i

n

i
i

n

i
1

subst

1

unsubst

(2)

where πi is the 2pz natural atomic orbital of the ith atom of the studied
π-electron system and n is the number of atoms in the π system. The z
axis is assumed to be perpendicular to the ring.

Table 1. Hammett-Type Substituent Parameters for
Inductive and Resonance Effects50

substituent σI σR

F 0.52 −0.34
Cl 0.47 −0.23
Br 0.44 −0.19
CH3 0.04 −0.11
CF3 0.42 0.10
CH3CH2 0.05 −0.10
CF3CH2 0.14 −0.05
OH 0.29 −0.43
OCH3 0.27 −1.43
OCF3 0.39 −0.04
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A similar procedure is undertaken in regard to σ-electron systems,
and the appropriate index is called the σ electron donor−acceptor
index (sEDA), given by eq 3:

∑ ∑σ σ= −
= =

sEDA
i

n

i
i

n

i
1

subst

1

unsubst

(3)

As a geometric criterion of aromaticity, the harmonic oscillator
model of aromaticity (HOMA) index83 was used. It is defined as a
normalized sum of squared deviations of bond lengths from the values
for a system that is assumed to be fully aromatic. For hydrocarbons,
the appropriate expression in given by eq 4:

∑α= − −
=n

R RHOMA 1 ( )
i

n

i
1

opt
2

(4)

where n is the number of C−C bonds taken into consideration; α =
257.7 is an empirical normalization constant chosen to give HOMA =
0 for a completely nonaromatic system and HOMA = 1 for a system
where all of the bonds are equal to Ropt = 1.388 Å, which is the optimal
aromatic bond length; and the Ri are the experimental or computed
bond lengths.
The charge of the substituent active region (cSAR) parameter34,35

was calculated by summing the natural population analysis (NPA)
charges of atoms belonging to the substituent X and the ipso carbon
atom to which the substituent is connected (eq 5):

= +q qcSAR (X) (C )ipso (5)

In the case of substituted systems, the energetics of homodesmotic
reactions are formulated according to known approaches.37,38,40

Within this approach, homodesmotic reactions are considered as a
measure of the substituent effects, which are sometimes expected to
correlate to the Hammett substituent constants. The nonadditive
energy of such reactions may be named the substituent effect

stabilization energy (SESE). The greater the SESE value, the higher
the stabilization energy due to the substituent effect. For a
homodesmotic reaction,

− − + → − + −X R Y R R X R Y (6)

the SESE is calculated as follows:

= − + − − − − −E E E ESESE (R X) (R Y) (X R Y) (R) (7)

In this model, the SESE describes the energy effect of the interaction
between the substituent X and the reaction site (i.e., the probe group)
Y, while R serves as a transmitting moiety. In our case, Y is F or CF3
while R is a 1,2-disubstituted ethene or a para- or meta-disubstituted
benzene.

In order to find the optimal level of theory to calculate SESE values
as well as pEDA and sEDA values, the calculations for 1,2-disubstituted
ethenes were carried out at six different levels of theory based on three
methods (MP2,84 B3LYP,85,86 and M0687) with two basis sets each
(cc-pVDZ and aug-cc-pVTZ)88 using the Gaussian 03 program.89

Additionally, for the calculation of sEDA and pEDA, the B3LYP/6-
31G(d,p) method was applied (Tables S1−S3 and S6−S11 in the
Supporting Information). The vibrational frequencies were calculated
at the same level of theory, and then their positivity was applied to
confirm that each of the calculated structures corresponds to a
minimum on the potential energy surface. Several conformations of
branched substituents were calculated with the aim of choosing the
global minimum-energy structure, for which further analyses were
performed. A comparison of the results from these six methods was
performed using linear regression analysis with the ab initio MP2/aug-
cc-pVTZ method as the reference (Tables S4 and S12). On the basis
of these results, considering accuracy, sensitivity, and computational
cost, two methods (MP2/cc-pVDZ and M06/cc-pVDZ) were chosen
for further calculations on para- or meta-disubstituted benzenes.
Finally, correlations between SESE and Hammett substituent

Figure 1. Dependences of SESE values for para- and meta-substituted fluoro- and trifluoromethylbenzene derivatives on the Hammett substituent
constants σp and σm, respectively.
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constants were tested. All of the results presented in this paper were
obtained using the M06/cc-pVDZ method.

3. RESULTS AND DISCUSSION

Hammett substituent constants have been determined for both
title substituents (F and CF3),

10,50,90 but their values are
somehow inconsistent. Moreover, it is known that the
substituent constants may vary substantially depending on the
type of intramolecular interaction with the substituted
moiety.3,7−10,14,17,18 To clarify this situation and to look from
a wider perspective, various physical approaches to SE on F and
CF3 groups have been studied. Thus, in this study they are
considered as fixed groups, and the effect of many varying
substituents on them is the subject of our investigation. In
other words, the question is how intramolecular interactions
coming from various substituents influence the properties of F
and CF3 groups. For clarity, the data resulting from different
physical approaches will be presented as separate subsections.
3.1. Homodesmotic Reactions: Global Description of

the Effectiveness of the Substituent Effect by Sub-
stituent Effect Stabilization Energy (SESE). The SESE
approach allows the determination of a global energetic
description of all kinds of interactions between two substituents
present in a given molecule. The data discussed here are
collected in Table S1, whereas Figure 1 presents linear
dependences of SESE values for para- and meta-substituted
fluoro- and trifluoromethylbenzene derivatives on the Hammett
substituent constants σp and σm, respectively. A similar picture
is shown in Figure S1 in the Supporting Information, where the

dependences of SESE values for trans-substituted derivatives of
fluoro- and trifluoromethylethene on σp and σm are presented.
Except for the regression of SESE versus σp for p-

fluorobenzene derivatives, which is not acceptable [correlation
coefficient (cc) = 0.651], all of the other ones are excellent (the
worst linear correlation has cc = −0.982). This may be
interpreted that in all three remaining cases, the blend of
resonance/inductive/field contributions to the overall sub-
stituent effect strongly resemble phenomena that are observed
in the reference reaction, namely, acid−base equilibria of para-
and meta-substituted benzoic acid derivatives. Interestingly, the
sensitivity parameter (the absolute value of the slope) is the
highest for m-trifluoromethyl derivatives, whereas that for F
derivatives is much smaller. Application of other substituent
constants, as σ+, σ−, or their combinations with the original
Hammett constants does not improve the correlations. Similar
dependences of SESE for 2-substituted 1-fluoro- and 1-
trifluoromethylethene derivatives in the trans configuration on
σp and σm are observed (see Figure S1). The question is, why
does only the regression of SESE for para-substituted
fluorobenzenes not show a correlation with Hammett’s σp?
To some extent this may be explained by a very low range of
SESE values for the analyzed para-substituted fluorobenzenes:
ΔSESE = 1.5 kcal/mol for this series of molecules, whereas for
other series these ranges are much greater, between 2.5 kcal/
mol for m-fluorobenzene derivatives and 4.1 kcal for p-
trifluorobenzene derivatives. Additionally, it seems that the
blend of resonance/inductive/field contributions to the overall
substituent effect may be different in p-fluorobenzene
derivatives and in Hammett’s reference reaction. It is known

Figure 2. Comparison of SESE values for homodesmotic reactions for para- and meta-substituted derivatives of benzene.
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that for fluorine the substituent constants for interactions with
electron-donating and electron-attracting reaction sites are very
low (σ+ = −0.07 and σ− = −0.03, respectively).10 These
constants show that resonance interactions of fluorine with
such substituents as NO2 and NH2 are rather weak. Thus, for
SESE values, not the electron-dependent interactions (via the
resonance effect) but rather the dipole−dipole interactions may
be of greater importance. Qualitatively, when the dipole vectors
are parallel with the same direction, then the system is more
stabilized than when the vectors are in opposite directions.
Thus, the balance between resonance/inductive/field effects in
para-substituted fluorobenzenes may be different in SESE
values than for dissociation constants of para-substituted
benzoic acids.
The application of SESE for meta- and para-substituted

fluoro- and trifluoromethylbenzene derivatives allows a
question to arise: what are the relations between these data?
The graph in Figure 2 presents the data for homodesmotic
reactions for para- and meta-substituted derivatives of benzene.
The data for the two meta systems (dashed lines) exhibit a
substantial similarity, with differences always smaller than 1
kcal/mol. For the para series, much greater discrepancies are
observed, amounting up to 3 kcal/mol. The latter appear
mostly for substituents with either a strongly π-electron-
donating or -accepting ability. Here the difference between the
fluorine and trifluoromethyl groups plays the most important
role, allowing an evaluation of the “π-electron activity” of
substituents. For electron-attracting substituents, the SESE
values in the fluorine series are close to zero, whereas for the
CF3 series they are between −2 and −1.
Contrary to this, for π-electron-donating substituents the

SESE values for the CF3 and meta-F series are positive between
0 and 2, while those for the para-F series are negative in the
range −2 to −1. This is due to destabilization via resonance
from the lone pair of the fluorine at the para position. In short,
discounting the case of p-fluorinated derivatives, decreasing the
electron-accepting power leads to an increase of stabilization of
susbtituent interactions, as shown by the almost monotonic
increase of the line for the CF3 (and meta-F) series. Opposite to
this, in the para-F series no regularity is observed, except that
clear destabilization has been found for electron-donating
substituents (OH, NH2, and NMe2). It should be noted that
substantial deviations for p-fluoro derivatives are observed for
electron-deficient groups (BF2, BH2, BeH, and Li), which are
not typical organic substituents and were taken into account for
a more general view. If these points are excluded, the
dependence of SESE on the kind of substituents in Figure 2
would be almost monotonic with a negative slope. Approx-
imately this means that the more electron-donating the
substituent, the less stable is the p-fluorobenzene derivative.
3.2. Homodesmotic Reactions and the pEDA/sEDA

Approach Applied to the Effect of Substitution of
Fulvene and Benzene by F and CF3. The application of
homodesmotic reactions (Schemes 1−3) to fluoro and

trifluoromethyl derivatives of fulvene and their benzene
analogues allows an estimation of the thermodynamics of
these kinds of reactions, whereas values of pEDA and sEDA
describe the direction of π and σ electron transfer, respectively,
for these reactions. In all cases, the ΔH values for the
homodesmotic reactions were calculated by subtracting the
enthalpies of the substrates from the enthalpies of the products.
Table 2 presents the pEDA and sEDA data along with the
HOMA values.83

In all cases, the fluorinated systems exhibit slightly higher
aromaticities in comparison with their parent compounds,
whereas derivatives substituted with CF3 exhibit the change in
the opposite direction. The effect of an increase in the
aromaticity by π donors (and the other way around for π
acceptors) is more pronounced for fulvenes,91 which are largely
affected by substitution. The aromaticity of benzene has been
already confirmed to be highly robust, in contrast to, for
example, imidazole and pyrazole.92 This finding reflects well the
tendency of benzene to retain its initial aromatic π-electron
structure during the course of reactions leading to aromatic
substitution.93 The parameter sEDA, which describes the
withdrawal of σ electrons from the systems in question, is
higher (in its absolute value) for both F and CF3 derivatives of
benzene than for the fulvene derivatives. The opposite direction
of changes is found for pEDA, indicating that the fulvene
moiety is a stronger acceptor of π electrons for both F and CF3
substituents. An unexpected result is found for pEDA: charge
transfer from fluorine atoms toward the π-electron system of
benzene (pEDA = 0.4286) is only slightly smaller than that for
fulvene (pEDA = 0.4794), although fulvene is well-known as a
strong π-electron acceptor.44,94 On the other hand, the strong
π-electron-withdrawing ability of fulvene is shown by a large

Scheme 1. Homodesmotic Reaction of Hexafluorofulvene
and Benzene (ΔH = 12.0 kcal/mol)

Scheme 2. Homodesmotic Reaction of 3,4,6-
Tris(trifluoromethyl)fulvene and Benzene (ΔH = 2.2 kcal/
mol)

Scheme 3. Homodesmotic Reaction of 3,4,6-
Trifluorofulvene and Benzene (ΔH = 0.8 kcal/mol)

Table 2. HOMA, sEDA, and pEDA Values for Molecules
Involved in the Homodesmotic Reactions in Schemes 1−3

HOMA sEDA pEDA

hexafluorofulvene 0.0548 −2.5961 0.4794
3,4,6-trifluorofulvene 0.0375 −1.2879 0.2422
3,4,6-tris(trifluoromethyl)fulvene −0.2055 −0.2597 −0.0616
fulvene −0.1399 0.0000 0.0000
hexafluorobenzene 0.9990 −3.8840 0.4286
1,2,4-trifluorobenzene 0.9970 −1.9256 0.2181
1,2,4-tris(trifluoromethyl)benzene 0.9805 −0.3466 −0.0452
benzene 0.9936 0.0000 0.0000
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stabilization effect for perfluorinated fulvene in Scheme 1 (ΔH
= 12.0 kcal/mol). Interestingly, for the other two cases
(Schemes 2 and 3), the F- and CF3-substituted fulvene
derivatives are much less stabilized.
3.3. pEDA and sEDA Approach for 1,2-Substituted

Ethenes and Meta- and Para-Substituted Benzenes). The
pEDA and sEDA characteristics describe changes in π and σ
orbital occupation in a given fragment of the molecule. Figure 3
presents the dependences of pEDA and sEDA of Y−R−X
systems on the data for the H−R−X systems, where Y is either
F or CF3 and R stands for the ethene or benzene moiety. The
questions are the following: Does the presence of F or CF3 as a
fixed group affect the σ and π electron structures of the
substituted moieties in comparison with the systems without
them? Is there any difference between the F and CF3 reaction
series?
In the cases of sEDA(X−ethene−F) and sEDA(X−ethene−

CF3) plotted against sEDA(X−ethene), the correlations are
excellent, with cc values better than 0.999 in both cases and
almost identical slopes slightly greater than 1.0 (1.022 and
1.014, respectively; see Figure S2). Contrary to this, for
pEDA(X−ethene−F) and pEDA(X−ethene−CF3) plotted
against pEDA(X−ethene), the correlation is also very good
(cc > 0.96) but the slopes are different: 0.84 for pEDA(X−
ethene−F) and 0.93 for pEDA(X−ethene−CF3). This indicates
that in both cases F and CF3 make it more difficult for the π-
electron structure of ethene to transfer the substituent effect.
Moreover, fluorine as a fixed group in substituted ethene
derivatives makes the communication with the substituent
weaker than for the CF3 group. Figure 3 illustrates these
relations.
Another way of analyzing substituent effects on the variation

of pEDA values is a study of their dependences on substituent
constants. As expected and shown in Figure 4, an increase in
the electron-accepting power of the substituent (i.e., an
increasing in the σ value), causes a smaller value of pEDA.
The slopes in the regressions shown in Figure 4 and in Figures
S3 and S4 are weakly differentiated, but one observation is
important: the sensitivity of the π-electron structure of the
ethene moiety to substituent effects is the highest in the
ethene−X series (slope = −0.114) in comparison with the F−
ethene−X and CF3−ethene−X series (with slopes of −0.095
and −0.107, respectively). This means that the mobility of the
π-electron structure is weakened by F and CF3 in comparison

with monosubstituted ethene derivatives. An interesting finding
was that in all three cases substituents without π electrons (H,
CH3, and CF3) did not follow good correlations, and they were
excluded from the regressions.
In all three regressions (Figure 4 and Figures S3 and S4), for

π-electron-donating substituents (Br, Cl, F, NH2, NMe2, and
OH) and the non-π ones (H, CH3, and CF3) the traditional
Hammett σp constants were successfully applied, but for π-
electron-attracting substituents (CHO, CN, NO, and NO2) the
σp
− constants were applied. In all three cases the slope has a
negative value, exhibiting decreasing sensitivity to the
substituent effect (absolute value of the slope) in the sequence
ethene−X > CF3−ethene−X > F−ethene−X. Again it results
that the fixed group Y (F or CF3) decreases the mobility of the
π-electron structure as a result of transmission of the
substituent effect from X through the ethene moiety to Y.
Similar analyses carried out for para, meta, and mono-

substituted benzene derivatives lead to similar results. The only
difference is that the range in values of changes in the slopes is
0.02 for ethenes, whereas for benzene derivatives it is smaller,
equal to 0.008. This observation may be explained by a longer
distance between fixed groups in benzene derivatives: three or
two bonds for the para and meta positions, respectively, in
comparison with only one bond in ethene. Interestingly, for
para derivatives the difference is only 0.001, whereas for meta
derivatives it is 0.004. Figure 5 presents an example of these
similar regressions, whereas all of other ones are shown in the

Figure 3. Dependences of pEDA for (a) F−R−X (cc = 0.992) and (b) CF3−R−X (cc = 0.992) on the data for H−R−X, where R stands for the
ethene moiety.

Figure 4. pEDA(X−ethene) vs Hammett σp (σp
− for electron-

withdrawing CHO, CN, NO, and NO2). Gray squares (H, CH3, and
CF3) were not included in the correlation (cc = −0.985).
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Supporting Information (Figures S5−S8). An interesting
finding is that for monosubstituted benzenes and meta- and
para-substituted derivatives of fluoro- and trifluoromethylben-
zene, the differences in slopes are very small, indicating rather
weak effects of the fixed groups and the π-electron structure of
the ring.
In all of the regressions (Figures 4 and 5 and Figures S3−

S8), substituents that do not contain 2pz electrons, and hence
have no possibility for any resonance effects with the fixed
groups, are clearly outliers.
3.4. Application of the cSAR Model: The Concept of

Direct and Indirect Substituent Effects. It is well-known
that substituent constants for the para position (σp) estimated
using Hammett’s reference reaction (benzoic acid dissocia-
tion)1 differ from those estimated using, for example,
substituted phenol derivatives (σp

−)3 or kinetic data for
solvolysis of dimethylphenylcarbinyl chlorides (σp

+)5 (or other
kinds of substituent constants).10 This effect of the change of
the characteristics of the substituent ability to attract or donate
electrons depends on the nature of reaction site or, more
generally, on the kind of moiety to which the substituent is
attached. It may be considered as an indirect substituent effect.
This differs from the direct substituent effect, a term which is
dedicated to the influence of the substituent on the reaction
site. Both the indirect and direct substituent effects may be
nicely investigated by means of the cSAR model.
By definition, cSAR(X) and cSAR(Y) are numerical

characteristics of the electronic states of X and Y, respectively.
It is important to mention that cSAR(X) parameters are also
known as good characteristics of the substituent effect
correlated with the Hammett substituent constants for
X.34−36 Moreover, it was found for X−R−Y systems, where X
is a varying substituent, Y is the fixed one, and R is the
transmitting moiety, that there are excellent correlations of the
type cSAR(Y) versus geometric parameters of Y [e.g., Cipso−N
bonds vs cSAR(NO) in para-substituted derivatives of
nitrosobenzene or Cipso−N bonds vs cSAR(NMe2) in para-
substituted derivatives of N,N-dimethylaniline].95 The idea
presented here is to show how cSAR(X) and cSAR(Y) depend
on the Hammett σ and further how they are mutually dependent
on each other. It is important to stress that both quantities
[cSAR(X) and cSAR(Y)] are on the same scale of magnitude.
As shown in Figures 6 and 7, there is good communication

between the substituents (X) and the fixed group (Y = F or
CF3), expressed by linear regressions with high correlation

coefficients (cc = −0.958 or −0.964, respectively). The slopes
are slightly different, indicating slightly stronger intramolecular
interactions in the CF3 series. Direct comparison of σp for CF3
and F (0.54 and 0.06, respectively) indicates that interactions
with CF3 may be significantly stronger, hence giving a steeper
slope for the regression.
In order to compare the above regressions with those in

which the fixed groups strongly interact with the substituents,
two additional series were considered: para-substituted
derivatives of nitrosobenzene and para-substituted derivatives
of N,N-dimethylaniline. It can be seen from the regressions in
Figures 8 and 9 that the correlations are very good (cc =

Figure 5. pEDA(X−benzene) vs Hammett σp (σp
− for electron-

withdrawing CHO, CN, NO, and NO2). Gray squares (H, CH3, and
CF3) were excluded from the regression (cc = −0.990). All of the
numerical data are collected in Tables S5 and S6.

Figure 6. Dependence of cSAR(F) on cSAR(X) for X−benzene−F (cc
= −0.958).

Figure 7. Dependence of cSAR(CF3) on cSAR(X) for X−benzene−
CF3 (cc = −0.964).

Figure 8. Dependence of cSAR(NMe2) on cSAR(X) for X−benzene−
NMe2 (cc = −0.976).
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−0.976 and −0.971, respectively) and that the slopes (−0.397
and −0.343, respectively) are much greater than those observed
for F and CF3 derivatives. This indicates that linear regressions
representing indirect substituent effects are of high precision
and that this kind of procedure may be applied also in other
systems, taking the para-substituted derivatives of benzene as a
reference. In this way, studying unknown situations would
allow approximate but only qualitative information about
interactions between some fixed group and substituents to be
found.
Table 3 and Figures 10 and S9−S11 show the dependences

of cSAR(Y) and cSAR(X) on Hammett σ for fluorobenzene

derivatives and for trifluoromethylbenzene derivatives. It
follows that not only cSAR(X) correlates well with the
Hammett constants, as it was found by Sadlej-Sosnowska,34,35

but also cSAR(Y) does. This in turn requires the existence of
dependences shown earlier of cSAR(Y) on cSAR(X), being an
illustration of indirect substituent effect. All data presented as
illustration in Figures, are collected in Table S4 and S5
(Supporting Information).

3.5. Geometry-Based Analyses. Figure 11 presents the
dependences of the C−F and C−CF3 bond lengths on the
Hammett substituent constants for meta- and para-substituted
fluorobenzene and trifluoromethylbenzene derivatives. In this
case, analysis of the slopes is very suggestive. For both the meta-
and para-substituted fluorobenzene derivative series, the slopes
have negative values and the correlations are good (cc = −0.986
and −0.980, respectively). This indicates that the increase in
electron-attracting power of the substituent causes a shortening
of the bond length. It is well-known that electron-withdrawing
groups (EWGs), particularly those at the position para to a
moiety possessing an atom Y with a lone pair (e.g., hydroxyl or
fluorine), tend to decrease the C−Y bond length on the basis of
standard resonance arguments.96 For meta-substituted species,
the strength of the interaction is weaker since resonance similar
to that for para-substituted ones requires doubly excited
resonance structures.97 This mechanism causes the bond CF to
become “more double” in character as a result of the resonance
effect from F toward the C−F bond (see Figure 12).
In the case of the CF3 series, there is another mechanism of

interaction. Again, the correlation for the para-substituted series
is also of good quality (cc = 0.984) but has a positive slope.
This indicates that the stronger the electron-accepting power of
the substituent, the longer is the C−CF3 bond. For meta-
substituted derivatives the correlation is worse (cc = 0.879), but
the slope is still positive. Despite the fact that the electron-
withdrawing substituents can make bonds longer by weakening
them, these results can also be rationalized by a simple
electrostatic model.98,99 The three fluorine atoms in CF3 cause
the carbon atom to carry a high positive net charge. If another
substituent at the para or meta position is electron-withdrawing,
this makes the benzene ring partially positive. As a result, the
charges at the two “neighboring” carbon atoms at Cipso and C in
the CF3 group become of the same sign, and hence, the bond
will lengthen as a result of their classical electrostatic
interaction, as shown in Figure 12. All of the detailed data
are given in Table S15.

4. CONCLUSIONS

We have introduced a few quantum-chemical models for the
interpretation of the substituent effect acting on a F or CF3
group attatched to an ethene or benzene moiety. The observed
linear relationships between the results of these models confirm
an assumption that various physical presentations of the
substituent effects are mutually related, indicating a deeper
common reason for these phenomena. Our studies allowed us
to come to the following conclusions:

(1) Global estimations of the substituent effects on F and
CF3 groups in para- and meta-substituted derivatives of
benzene represented by homodesmotic reactions (eq 6)
and SESE values (eq 7) correlate well with Hammett’s σp
(the worst cc was −0.982). However, in case of p-
fluorobenzene derivatives no correlation is observed (cc
= 0.651). This means that the interactions between
substituents and fluorine in this case differ significantly
from those in para-substituted benzoic acids.

(2) In all cases, substitution of fulvene with F atoms increases
its aromaticity; contrary to that, CF3 causes a decrease in
aromaticity. The same trend is true for benzene
derivatives. Additionally, for both F and CF3 derivatives,
benzene is a stronger acceptor of σ electrons than
fulvene.

Figure 9. Dependence of cSAR(NO) on cSAR(X) for X−benzene−
NO (cc = −0.971).

Table 3. Dependences of cSAR(X) and cSAR(Y) on the
Hammett Substituent Constants

X−C6H4−Y cSAR correlated slope intercept cc

X−C6H4−F cSAR(X) −0.1558 0.0088 −0.940
X−C6H4−F cSAR(F) −0.0419 0.0895 −0.979
X−C6H4−CF3 cSAR(X) −0.1586 0.0399 −0.935
X−C6H4−CF3 cSAR(CF3) −0.0490 −0.1491 −0.965

Figure 10. Dependence of cSAR(X) on Hammett σ (cc = −0.940).

The Journal of Organic Chemistry Article

dx.doi.org/10.1021/jo501013p | J. Org. Chem. 2014, 79, 7321−73317328



(3) Application of the concept of the charge in substituent
active region (cSAR) in X−R−Y-type molecules (where
X is a varying substituent, Y is the so-called reaction site
or a fixed group, and R is the transmitting moiety) allows
the definition of two kinds of substituent effects: (i) the
direct substituent effect, which describes the dependence
of cSAR(Y) on the nature of the substituent X and is
given by a linear regression of cSAR(Y) on cSAR(X), and
(ii) the indirect substituent effect, which describes the
dependence of cSAR(X) on the type of substituted
moiety RY to which X is attached and is given by a linear
regression of cSAR(X) on cSAR(Y) for various groups Y.
This allows for a wider view of a variety of substituent
constants dependent on the kind of reaction series taken
into consideration. It is important to note that the

parameters cSAR(X) and cSAR(Y) are quantitatively
expressed on the same scale of magnitude.

(4) Plots of the C−F and C−CF3 bond lengths against
Hammett’s σ constants showed that electron-attracting
substituents make C−F bonds shorter via resonance
effect from fluorine and C−CF3 bonds longer as a result
of the withdrawing effect and repulsive electrostatic
interactions.
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